Dissipative structures in left-handed material cavity optics
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We study the spatiotemporal dynamics of spatially extended nonlinear cavities containing a left-handed material. Such materials, which have a negative index of refraction, have been experimentally demonstrated recently, and allow for novel electromagnetic behavior. We show that the insertion of a left-handed material in an optical resonator allows for controlling the value and the sign of the diffraction coefficient in dispersive Kerr resonators and degenerate optical parametric oscillators. We give an overview of our analytical and numerical studies on the stability and formation of dissipative structures in systems with negative diffraction. © 2007 American Institute of Physics.

I. INTRODUCTION

The formation of self-organized structures has been extensively investigated in various fields including biology, fluid mechanics, chemistry, laser physics, and nonlinear optics. In optical systems, localized structures have been proposed as basic objects for all-optical information transmission and processing. Diffraction plays an important role in the formation of optical patterns, and affects the typical size of these structures. In this contribution, we propose a scheme of diffraction control in optical nonlinear cavities filled with a left-handed material. These materials have a negative index of refraction, and have been demonstrated to exhibit extraordinary optical propagation properties, such as subwavelength resolution and electromagnetic cloaking. Here, we investigate the influence of introducing left-handed materials in two optical prototypes of dissipative nonlinear systems: a Kerr cavity containing a third-order nonlinearity, and a parametric oscillator containing a crystal with a second-order nonlinearity. We show that diffraction can be controlled by changing the relative amount of left-handed and right-handed materials in the cavity, and we study the formation of dissipative structures in these prototype systems with negative diffraction.
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tion as bits for information storage and processing. Different configurations have been proposed, such as two-level atomic systems,20 systems with Kerr materials,21–23 quadratic crystals,24–27 semiconductors38 or saturable absorbers,29–31 and single mirror feedback systems.32 The investigation of modulational instabilities is a prerequisite for the study of localized structures.

In recent years, there has also been considerable interest in left-handed materials and the concept of negative refraction. This concept was first suggested by Mandelstam,33 and the fundamental properties of materials with simultaneously negative permittivity and permeability were explored by Veselago as early as 1968.34 Nevertheless, it was only in 2001 that the first microwave left-handed material was demonstrated experimentally.35 Generally, the special optical properties of these metamaterials are due to their artificial subwavelength structure. In the most common microwave metamaterial, split ring resonators providing negative permeability are combined with metallic wires providing negative permittivity,36,37 although other geometries have been proposed. More recently, researchers from different groups have scaled down these structures to fabricate left-handed materials at optical wavelengths.38–40 Metamaterials have been proposed for various applications, such as electromagnetic cloaking,41,42 subwavelength imaging,43 lenses with improved performance,44–45 etc.

The novel properties of left-handed materials also have a dramatic impact when included in nonlinear optical systems. A first nonlinear left-handed material was proposed by Zharov et al.46 The propagation of light in nonlinear left-handed materials was modeled theoretically,47 and solitons were predicted in conservative systems with negative refractive index.38 The fundamentals of second-harmonic generation have been considered in Refs. 49 and 50, resulting in the proposal of an opaque lens with subwavelength resolution.

In this paper, we want to investigate the influence of left-handed materials on the spatiotemporal dynamics of dissipative nonlinear optical systems. A huge variety of such systems exists, but we will consider here two prototype devices: a dispersive Kerr resonator containing a third-order nonlinearity, and a degenerate optical parametric oscillator containing a second-order nonlinearity. These simple systems will demonstrate how a left-handed material can alter the spatiotemporal dynamical behavior of dissipative structures. We first review the derivation of a propagation model for those systems, and its reduction to a mean-field model. We show quite generally that the insertion of a left-handed material in a ring cavity allows for the control of the total diffraction strength in a ring cavity. It is not only possible to alter the strength of diffraction, but also its sign can be changed by the left-handed material, leading to a regime of negative diffraction. We study the modulational stability of homogeneous output beams in this negative diffraction regime, and investigate the formation of dissipative structures with analytical and numerical techniques. We construct the branches of the dissipative patterns emerging from the modulational instability from a weakly nonlinear perturbation analysis, and we search numerically for stripes in the mean-field models of the considered systems. For the Kerr resonator, we find that the stability is altered dramatically, and that the process of pattern selection is dominated by a switching behavior induced in the bistable loop. For the degenerate optical parametric oscillator, we find periodic dissipative structures for positive detuning of the signal field.

II. PROPAGATION OF LIGHT IN NONLINEAR LEFT-HANDED MATERIALS

Before we start considering optical dissipative systems with left-handed materials, it is necessary to investigate the propagation of light in such materials. Traditionally, the propagation of optical signals in materials can be characterized by its refractive index $n$, which originates from the scattering of light by the atomic constituents of the material. The underlying reradiation processes induce an electric dipole density $P$ given by

$$P(r,t) = \varepsilon_0 \int_{-\infty}^{\infty} \chi(t-\tau) E(r,\tau) d\tau,$$

where $\chi$ is the susceptibility related to the atomic polarizability and $\varepsilon_0$ is the permittivity of vacuum. The integral accounts for dispersion, i.e., the noninstantaneous response of the material. With the behavior of the optical material modeled by Eq. (1), Maxwell’s equations can be reduced to a well-known propagation equation for the electric field $E$,

$$-\nabla \times \nabla \times E(r,t) - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \int_{-\infty}^{\infty} \epsilon_\tau(t-\tau) E(r,\tau) d\tau = \mu_0 \frac{\partial^2}{\partial t^2} P^{NL}(r,t),$$

with $\epsilon_\tau$ the relative permittivity, $\mu_0$ the permeability of vacuum, and $P^{NL}$ the nonlinear part of the polarization field.

When considering coherent light signals with pulses longer than the wavelength (down to femtosecond pulses at optical wavelengths), the electric field can be represented by wave packets of the form

$$E = A(r,t)e^{i(kr-\omega t)} + c.c.,$$

where the envelope $A(r,t)$ evolves on a much slower time and space scale than the carrier at frequency $\omega$ and wave vector $k$. Because of these large-scale differences and because the nonlinearity is a small contribution to the field evolution, a multiple scales perturbation technique can be applied to Maxwell’s equations.51 This leads to the following equation describing the field amplitude $A$ of an optical signal propagating along the $z$ axis:

$$\frac{\partial A}{\partial \xi} \equiv \frac{\partial A}{\partial z} + \frac{n}{c} \frac{\partial A}{\partial t} = \frac{ic}{2\omega n} \nabla_\perp^2 A - \frac{i\beta}{2} \frac{\partial^2 A}{\partial t^2},$$

where $c$ is the velocity of light, $n$ is the index of refraction, $\beta$ is the group velocity dispersion coefficient, $\xi$ is the longitudinal coordinate of a reference frame moving with the group velocity, and $\nabla_\perp^2 = \partial_x^2 + \partial_y^2$. Such propagation equations can be generalized to media with nonlinearities. For example, for a third-order—or Kerr—nonlinearity, one obtains the so-called nonlinear Schrödinger equation.

\[ \text{(4)} \]
\[
\frac{\partial A}{\partial \xi} = \frac{ic}{2 \varepsilon_0} \nabla^2 A - \frac{i \beta \nabla^2 A}{2 \varepsilon_0} + \frac{i3\omega}{2 c \eta} \chi^{(3)} |A|^2 A,
\]
with \(\chi^{(3)}\) the third-order susceptibility.

A similar analysis can be performed for the propagation of light in left-handed materials. The polarization field can still be described by Eq. (1), but one must keep in mind that the electric dipoles will now originate from the subwavelength structured units of the material rather than from individual atoms. The main difference in the above derivation comes from the fact that left-handed materials have intrinsically a strong magnetic behavior providing their negative permeability, and it is therefore not obvious that Eq. (5), which is derived for \(\mu_r(\omega)=1\), can still describe the propagation of light in left-handed materials. Intuitively, one can expect that the knowledge of only the refractive index is not sufficient to describe the optical properties of such materials, since their electrodynamic behavior is characterized by two parameters: the permittivity \(\varepsilon_r\) and the permeability \(\mu_r\). The magnetic behavior of a left-handed material can be modeled by a constitutive equation analogous to Eq. (1), relating the volume density of magnetic dipoles \(M\) to the magnetic field \(H\),

\[
M(r,t) = \int_{-\infty}^{\infty} \chi_m(t-r) H(r,t) \, dr.
\]

The integral in this equation, which is valid for dispersive magnetic media exhibiting cubic symmetry, again accounts for the strong dispersion typical for metamaterials. Substitution of Eqs. (1) and (6) in Maxwell’s equations leads to a wave equation governing the electric field \(E\) in a (nonlinear) left-handed material,

\[
- \nabla \times \nabla \times E(r,t) - \frac{1}{c^2} \int_{-\infty}^{\infty} \mu_r(t-r) \frac{\partial^2}{\partial \tau^2} + \int_{-\infty}^{\infty} \varepsilon_r(t-u) \frac{\partial^2}{\partial \tau^2} E(r,u) \, du \, \frac{d}{d \tau} \left( P^{(NL)}(r,\tau) \right) \, d\tau,
\]

where \(P^{(NL)}\) is the nonlinear part of the polarization field; the explicit form of this term depends on the type of nonlinearity.

Again we can apply the slowly varying envelope approximation by representing the light signal by a wave packet of the form of Eq. (3). Under the same approximations as before, a multiple scales perturbation technique can be applied to the wave equation. The additional integral representing magnetic dispersion can be treated in the frequency domain as a frequency-dependent permeability. When special care is taken to include this dispersive magnetic effect, the perturbation analysis leads to a new nonlinear Schrödinger equation for the propagation of light in a left-handed material with a Kerr nonlinearity,

\[
\frac{\partial A}{\partial \xi} = \frac{ic}{2 \varepsilon_0} \nabla^2 A - \frac{i \beta \nabla^2 A}{2 \varepsilon_0} + \frac{i3\omega}{2 c \eta} \chi^{(3)} |A|^2 A.
\]

This equation has the same form as Eq. (5), but differs by its coefficients. First, we see that an additional parameter, the characteristic impedance \(\eta\), shows up to complement the index of refraction. It can be shown that \(\eta\) remains positive for left-handed materials, whereas the index of refraction becomes negative. This also implies that the sign of the nonlinear term does not change in left-handed materials, but that the coefficient in front of the diffraction term becomes negative in such a material.

In some systems, different waves will interact through the nonlinear polarization term. This occurs, for example, in Fabry-Perot resonators, where both forward and backward waves are important. Technically, this coupling between different linear modes will arise as additional terms in the perturbation analysis mentioned above, leading to the following coupled nonlinear Schrödinger equations:

\[
\frac{\partial A_f}{\partial \xi} = \frac{ic}{2 \varepsilon_0} \nabla^2 A_f - \frac{i \beta \nabla^2 A_f}{2 \varepsilon_0} + \frac{i3\omega}{2 c \eta} \chi^{(3)} |A|^2 A_f + \frac{ic}{2 \varepsilon_0} \nabla^2 A_p - \frac{i \beta \nabla^2 A_p}{2 \varepsilon_0} + \frac{i3\omega}{2 c \eta} \chi^{(3)} |A|^2 A_p,
\]

where \(\xi\) and \(\xi\) are the coordinates of reference frames moving with group velocity in forward and backward directions, respectively.

Nonlinear coupling occurs also in systems with a second-order nonlinearity, where two waves of different frequencies are coupled: a pump wave \(A_p\) at center frequency \(\omega\), and a signal wave \(A_s\) at frequency \(\omega/2\). For such systems, the appropriate propagation equations become

\[
\frac{\partial A_s}{\partial \zeta} + \frac{n_p}{c} \frac{\partial A_s}{\partial t} = \frac{i \omega \chi^{(2)} A_s^* A_s}{\varepsilon_0} + \frac{ic}{2 \varepsilon_0} \nabla^2 A_s - \frac{i \beta \nabla^2 A_s}{2 \varepsilon_0},
\]

\[
\frac{\partial A_p}{\partial \zeta} + \frac{n_p}{c} \frac{\partial A_p}{\partial t} = \frac{i \omega \chi^{(2)} A_p^* A_p}{\varepsilon_0} + \frac{ic}{2 \varepsilon_0} \nabla^2 A_p - \frac{i \beta \nabla^2 A_p}{2 \varepsilon_0}.
\]

Again, the negative refractive index of a left-handed material will reverse the sign of the diffraction coefficient. Here we should note that the existing metamaterials can have a negative index of refraction at either signal or pump frequency.

### III. MEAN-FIELD MODELS FOR RESONATORS WITH LEFT-HANDED MATERIALS

The propagation equations derived in the preceding section can be generally used to model the spatiotemporal dynamics of nonlinear optical resonators, such as dispersive Kerr resonators [see Fig. 1(a)] and degenerate optical parametric oscillators [see Fig. 1(b)]. Every material layer can be described by a separate nonlinear Schrödinger equation, and appropriate boundary conditions must be added to describe the interfaces between the layers. Nevertheless, if one is only interested in the dynamics of the emitted field, and not in the longitudinal evolution of the radiation inside the cavity, it is useful to simplify the set of propagation models to equations only involving the input and output amplitudes. This is achieved by the so-called Lugato-Lefever equation. The
stationary with respect to the fast time ward field propagates in the cavity, and that the system is considered dispersion effects here. The boundary conditions in the longitudinal coordinate. The letters “r” and “l” denote the right-handed and left-handed material respectively. In Fig. 1 can be considered to be perfectly reflecting. The boundary conditions can be simplified in the form

$$A_R(0) = A_R(0).$$  

It is important to note that Eq. (18) means that there are no reflections at the interface between the right-handed and left-handed materials. This requires that both materials are impedance matched, which is possible since the impedance of a left-handed material can be tuned independently from its index of refraction. In another possible realization, an optical isolator could be used to inhibit the counterpropagating wave that would appear due to this reflection.

Combining these conditions with the first-order expansion of the propagation equations in the right-handed and the left-handed materials [Eq. (9)] leads to

$$A_C^{(n)}(-l_R) = t_{in}A_{in} + r_{in}f_{out}l_R^{\varepsilon k}[1 + i l_L y_L A_L(0)^2]$$

$$\times \left( 1 + i l_L v^2 \frac{2}{k_L} \right) \left( 1 + i l_R l^2 \frac{2}{k_R} \right)$$

$$\times \left[ 1 + i l_R \gamma_R[A_L(-l_R)^2]A^{(n-1)}(-l_R),$$

where $A_C^{(n)}$ is the envelope of the field after $n$ round trips in the cavity. In what follows, we will only keep the terms in Eq. (19) that are linear in $l_R$ and $l_L$. This is allowed since we adopt the mean-field approximations, which state that the round-trip length of the cavity is smaller than the typical lengths over which diffraction and nonlinear effects take place.

In the frame of the mean-field approximation, the intensity variation of the field in one material slice is negligible, so that $|A_L(0)|^2 = |A_R(l_R)^2| = 2|A_C^{(n-1)}(0)|$. These last identities and the definition of the slow time $\tau$ together with that of the round-trip time $T_r$ allow us to replace the infinite map given by Eq. (19) by a single partial differential equation,

$$A^{(n)} - A^{(n-1)} \approx T_r \frac{\partial A}{\partial \tau} \bigg|_{\tau = \frac{n}{T_r}}.$$  

This equation can be further simplified if we assume that the resonance condition in the cavity is almost fulfilled $l_{in}^{\varepsilon k}l_R^{\varepsilon k} = l_{out}^{\varepsilon k}l_R^{\varepsilon k}$. In what follows, we can therefore introduce $\rho = l_{in}^{\varepsilon k}l_R^{\varepsilon k}$ and the detuning between the pump field and the cavity mode $\theta = 1$, so that $l_{in}^{\varepsilon k}l_R^{\varepsilon k} = \rho(1 + i \theta)$.

The equation describing the evolution of the amplitude of the electric field in the cavity is therefore

$$T_r \frac{\partial A}{\partial \tau} = l_{in}^{\varepsilon k}l_R^{\varepsilon k} - (1 - \rho)A + \rho \left( \frac{l_L}{k_L} + \frac{l_R}{k_R} \right) \nabla^2 A + i \rho \theta A$$

$$+ i \rho(1 + l_L y_L + l_R \gamma_R)l^2 \frac{2}{k_R} A^2 A.$$  

Finally, we write this equation in a nondimensionalized form,

$$\frac{\partial A}{\partial \tau} = -(1 + i \Delta)A + \varepsilon + i l^2 \frac{2}{k} \Delta A^2 A + i D \nabla^2 A,$$

with $\tau = \frac{(1 - \rho)T_r}{T}$. In this equation, $\Delta$ is the normalized cavity detuning, $\Gamma$ is the normalized nonlinear Kerr coefficient, and $\varepsilon$ is the normalized amplitude of the input field. The diffraction coefficient $D$ will be discussed later in this section.
A similar handling of the $\chi^{(2)}$ case leads to the same kind of boundary conditions, with the main difference being that we must now take into account two fields: one at the pump frequency $\omega_p = 2\omega$ and the other at the signal frequency $\omega_s = \omega$. We find

$$A_{C,p}(l_R) = i_{in,p}A_{in,p} + r_{in,p}r_{out,p} \phi \rho A_{C,p}(l_L),$$

$$A_{C,s}(l_R) = i_{in,s}r_{out,s} \phi \rho A_{C,s}(l_L).$$

The equations describing the propagation are now given by Eqs. (11) and (12). Their first-order expansions

$$A_{L,p}(l_L) = A_{R,p}(-l_R) + i \left( \frac{i_p}{k_{L,R}} + \frac{i_l}{k_{L,L}} \right) A_{R,p}(-l_R)$$

$$+ i l_p \omega_p \chi^{(2)} \frac{A_{C,p}^2}{4c \eta_p},$$

$$A_{L,s}(l_L) = A_{R,s}(-l_R) + i \left( \frac{i_p}{k_{L,R}} + \frac{i_l}{k_{L,L}} \right) A_{R,s}(-l_R)$$

$$+ i l_p \omega_p \chi^{(2)} \frac{A_{C,p}^2}{c \eta_s},$$

and the boundary conditions (23) and (24) lead to an infinite set of equations. As previously, we introduce the round-trip time $T_\tau$ in order to replace this infinite set of equations by two differential equations. Assuming that we are near resonance, we find

$$T_\tau \frac{\partial A_p}{\partial \tau} = i_{in,p}A_{in} + (r_{in,p}r_{out,p}t_{L,p} \phi \rho - 1) A_p$$

$$+ ir_{in,p}r_{out,p}t_{L,p} \phi \rho \times \left( \frac{i_l}{k_{L,R}} + \frac{i_p}{k_{L,L}} \right) \nabla^2 A_p$$

$$+ i l_p \omega_p \chi^{(2)} \frac{A_{C,p}^2}{4c \eta_p},$$

$$T_\tau \frac{\partial A_s}{\partial \tau} = (r_{in,s}r_{out,s}t_{L,s} \phi \rho - 1) A_s + ir_{in,s}r_{out,s}t_{L,s} \phi \rho$$

$$\times \left( \frac{i_l}{k_{L,R}} + \frac{i_p}{k_{L,L}} \right) \nabla^2 A_s + i l_p \omega_p \chi^{(2)} \frac{A_{C,p}^2}{c \eta_s},$$

or, in nondimensional form,

$$\frac{\partial A_p}{\partial T} = \mathcal{E} - (1 + i \Delta_p) A_p + i D_p \nabla^2 A_p + i \sigma_p A_s^2,$$

$$\frac{\partial A_s}{\partial T} = -(1 + i \Delta_s) A_s + i D_s \nabla^2 A_s + i \sigma_s A_p A_s^*.$$}

In all mean-field equations derived above, the diffraction coefficients are proportional to

$$D \propto \frac{i_p}{k_{L,R}} + \frac{i_l}{k_{L,L}}.$$

Recalling that the wavenumber $k_L$ in the left-handed material is negative, we conclude that both terms in Eq. (31) will cancel each other to some extent. By choosing the thicknesses of the layers, it is therefore possible to alter the strength of diffraction during one round trip in the cavity. If the left-handed material layer is sufficiently long, the second term will dominate, and the diffraction coefficient $D$ becomes negative. It is this regime of negative diffraction that we will study in the remainder of this paper.

In the degenerate parametric oscillator, the above discussion applies to both $D_p$ and $D_s$, which can be controlled in strength and sign. We assume phase matching between the signal and pump field only in the quadratic crystal, and not in the left-handed material. This means that there is no fixed relation between $D_s$ and $D_p$.

### IV. KERR RESONATORS CONTAINING LEFT-HANDED MATERIALS

In this section, we will consider the first of our two prototype devices to investigate the influence of left-handed materials in nonlinear cavity optics. The Kerr resonator is an optical resonator containing a third-order nonlinearity, for which the polarization field generates spectral components at the fundamental frequency. Therefore, the Kerr resonator can be considered as one of the easiest geometries, and it is also mathematically less demanding to handle.

The structure of this section is as follows. First, we discuss the linear stability of the homogeneous output states in Sec. IV A, which will give us information on where dissipative structures can exist. We continue with the results of our weakly nonlinear analysis and numerical study to characterize the emerging patterns (Sec. IV B).

#### A. Linear stability analysis

When diffraction is positive, Eq. (22) is known as the Luglio-Lefever equation.\(^{54}\) Dissipative structures due to the interplay between the Kerr nonlinearity and diffraction have been predicted in this system by several authors\(^{21-23,54,57}\) and are now understood fairly well. However, when the thicknesses of the right-handed and left-handed material layers in the cavity of the Kerr resonator are tuned such that the diffraction coefficient $D$ becomes negative, the spatiotemporal dynamics are altered drastically. The homogeneous steady-state solutions $A_j$ of Eq. (22) remain unaltered and are given by the implicit formula $[1 + i(\Delta - \Gamma |A_j|^2)] A_j = \mathcal{E}$. It can further be shown that the homogeneous steady-state solutions (HSS) are monostable with respect to the pump $\mathcal{E}$ for $\Delta < \sqrt{3}$, whereas they are multiple valued for $\Delta > \sqrt{3}$. The linear stability analysis of these HSS can be performed by linearizing Eq. (22) around $A_j$. The modes of the linearized equation consistent with the boundary conditions of an extended system are given by $\exp(ik \cdot \hat{r} - \lambda t)$. The marginal stability condition depends on the transverse wavenumber $k$ of these modes,

$$1 + (\Delta + Dk^2 - 2\Gamma |A_j|^2)^2 = 0.$$  \hspace{1cm} (32)

In Fig. 2, we have plotted the marginal stability curves for several values of the detuning $\Delta$. From these figures, it becomes clear how the stability is altered when the sign of the diffraction coefficient is changed.

For positive diffraction, $Dk^2$ is positive, and only the upper half plane of the graphs in Fig. 2 represents modulated
The critical point coincides with the switching point. For branch is completely stabilized by the negative diffraction. Since this is the intensity of the down-switching point, the marginal stability curve crosses the axis for the second time are stable. The lower half plane of the graphs that denotes modulated modes. For $\Delta < 2$, the homogeneous steady states with $|A|^2 = 1$ are destabilized by a continuum of unstable modes (hatched region in Fig. 2), and a modulational instability thus appears at $|A|^2 = 1$. However, when $\Delta > 2$, the extremum of the marginal stability curve at $|A|^2 = 1$ sinks below the $Dk^2 = 0$ axis, out of the region representing modulated modes. It can be shown that in this case, the intensity where the marginal stability curve crosses the axis equals the intensity of the up-switching point, $|A|^2 = (2\Delta - \sqrt{\Delta^2 - 3})/3$, and the critical point coincides with the switching point.

On the other hand, for negative diffraction ($D < 0$), it is the lower half plane of the graphs that denotes modulated modes. We immediately observe that all homogeneous states with an intensity higher than that where the marginal stability curve crosses the axis for the second time are stable. Since this is the intensity of the down-switching point, $|A|^2 = (2\Delta + \sqrt{\Delta^2 - 3})/3$, we can conclude that the upper branch is completely stabilized by the negative diffraction. For $\Delta < 2$, only the states with an intensity between the switching points $|A|^2$ and $|A|^2$ are unstable. This means that for such values of the detuning, only the negative slope branch of the bistability curve is modulationally unstable.

For $\Delta > 2$, the extremum of the marginal stability curve at $|A|^2 = 1$ again sinks below the $Dk^2 = 0$ axis, but now into the allowed region. This results in a modulational instability on the lower branch of the bistability curve at $|A|^2 = 1$ (see Fig. 3).

From the above discussion, we can conclude the following important points for the negative diffraction regimes: (i) The monostable regime becomes completely modulationally stable. (ii) The states on the upper branch in the bistable regime are stabilized. (iii) A new modulational instability occurs on the lower branch of the bistability curve for $\Delta > 2$ (see Fig. 3).

B. Weakly nonlinear and numerical analysis

The linear stability analysis shows that a portion of the lower homogeneous steady-state branch becomes unstable with respect to finite wavenumber perturbations. In this subsection, we shall describe the nonlinear evolution of the system in the vicinity of the modulational instability point $E_c$. To this end, we use a weakly nonlinear theory. We assume that the system has a large aspect ration, i.e., large Fresnel number. In this case, the distance between the nearest eigenvalues is small, leading to a quasicontinuous spectrum of the Laplace operator. Next, we introduce a small parameter $\varepsilon \ll 1$, which measures the distance from the critical modulational instability point: $E_c = c_	ext{se} + \gamma \varepsilon^2 + \cdots$. We expand the intra-cavity field $X = (\text{Re}(A), \text{Im}(A))^T$ and the homogeneous steady states $\bar{X}$ around their critical values at the bifurcation point,

$$X(r_{1,t}) = \sum_{n=0}^{\infty} \varepsilon^n X^{(n)}(r_{1,t}), \quad (33)$$

$$\bar{X}(r_{1,t}) = \sum_{n=0}^{\infty} \varepsilon^n \bar{X}^{(n)}(r_{1,t}). \quad (34)$$

and we also introduce a slow time $r = \varepsilon t$. Substitution of all these expansions in the mean-field equation leads to a series.
of linear problems. The solution to leading order in $e$ is given by a linear superposition of the corresponding critical modes. For systems with one transverse dimension, we find the following eigenmodes for the linearized problem:

$$A = e^{i\tau} \left( 1 + i \frac{2-\Delta}{\Delta} \right) (e^{ikr} + e^{-ikr}),$$

(35)

where $e^{i\tau}$ is an amplitude that depends on the slow time scales. At higher orders, it becomes impossible to invert the linear system at $k=k_0$, and source terms with other wave vectors appear. To ensure that the expansion in Eq. (33) remains uniformly bounded, one must apply the Fredholm alternative, which requires that the projection of the source terms on the null space of the adjoint of the linear operator vanishes.\textsuperscript{58} When the resulting solvability conditions are applied to the higher-order inhomogeneous problems, we find the following order-parameter equation governing the yet undetermined amplitude $e^{i\tau}$:

$$\frac{\partial e}{\partial t} = \alpha (\mathcal{E} - \mathcal{E}_c) e + \beta |e|^2 e,$$

(36)

where $\alpha$ and $\beta$ are given by

$$\alpha = \frac{2 \sqrt{1 + (1 - \Delta)^2}}{\Delta^2},$$

(37)

and

$$\beta = \frac{4(30\Delta - 41)[1 + (\Delta - 1)^2]}{9(-1 + (\Delta - 1)^2)}. $$

(38)

Equation (36) has two solutions: $e=0$, which corresponds to the homogeneous solution, and $e = \pm \sqrt{-\alpha (\mathcal{E} - \mathcal{E}_c)/\beta}$, which determines the maximum and the minimum of the one-dimensional periodic dissipative structure. When $\Delta < \Delta_{sub} = 41/30$, the modulational instability is supercritical. The transition from a supercritical to a subcritical modulational instability occurs at $\Delta = \Delta_{sub}$. This transition requires $\Delta < \sqrt{3}$, which is far from the onset of bistability. Note, however, that in the parameter range of our interest, i.e., $\Delta > 2$, the modulational instability always appears subcritical. In that case, the saturation parameter $\beta > 0$, and it is necessary to retain the next order in $e$ since the above amplitude equation cannot describe stable periodic structures.

In order to further characterize the emerging patterns, we have solved the mean-field equation numerically. The input is chosen in the unstable region of the lower branch of the bistability curve. We have discretized Eq. (22) with a Crank-Nicholson scheme on a 256–point grid, and we have applied periodic boundary conditions. The initial condition was taken to be the low-intensity homogeneous steady state corresponding to the given input, and a small noise term was added to this state in order to excite the unstable modes. For the Kerr resonator with one transverse dimension, we have indeed found stable stripe patterns (see Fig. 4).

An important difference appears when considering two transverse dimensions. At the threshold associated with modulational instability, the homogeneous steady-state solutions become unstable with respect to transverse wave vectors, which have all the same modulus $k=k_0$, but have no preferred direction, because the system is arbitrarily directed in the isotropic $(x, y)$ plane. Although an indefinite number of modes are generated with arbitrary direction due to the rotational degeneracy, a regular pattern is selected and emerges due to the nonlinear interaction.

We have performed similar simulations for systems with two dimensions, and we find that these simulations yield completely different results (see Fig. 5). In systems with two transverse dimensions, we observe that the emitted field first evolves to a transient dissipative pattern with hexagonal symmetry, after which a nucleation process takes place. The pixels in the pattern merge, and the output field finally approaches the high-intensity homogeneous state. This seems to contradict the nonlinear stability analysis, but one should recall that the high-intensity homogeneous state is stabilized by the negative diffraction for every input in the region between the threshold for modulational instability and the normal switching point. This means that two spatiotemporal processes can be identified in the Kerr resonator with negative diffraction. One process is the interaction between the unstable Fourier modes, which tends to impose periodicity in the transverse space, favoring the formation of dissipative structures. The other is the restoration of uniformity in the transverse space by the stable homogeneous state. A perturbation analysis as presented in the beginning of this subsection cannot account for the second process since the stable high-intensity state is far from the threshold of modulational instability. Only our numerical analysis can reveal that the switching front dominates the spatiotemporal dynamics over the formation of dissipative structures. In Ref. 59, we have studied systems in which dispersion cannot be neglected, leading to three-dimensional structures. There, we have shown that such systems exhibit a similar behavior as described for two-dimensional systems above.

For the one-dimensional system, we can conclude that stripe patterns appear subcritically. This indicates that also localized structures—connecting the stable stripes with the homogeneous background—could exist, at least in the system with one transverse dimension. Further numerical simulations need to be performed to find such structures. An interesting feature of the negative diffraction resonator is that
the stable stripes also coexist with the stable high-intensity homogeneous solution, suggesting the existence of so-called dark cavity solitons. For systems with two transverse dimensions, the existence of localized structures remains to be investigated. Another interesting issue of the diffraction coefficients. We find the following marginal stability condition depending on the wavenumber 

A. Linear stability analysis

One can easily see that the diffraction terms in Eqs. (29) and (30) do not influence the homogeneous steady states, which are still given by the expressions reported in the literature, i.e.,

\[ A_s = 0, \quad A_p = \frac{\mathcal{E}}{1 + i \Delta_p} \]  

for the nonlasing solution, and

\[ A_s = \pm e^{i \phi} \sqrt{1 + \Delta_s \Delta_p + \sqrt{|\mathcal{E}|^2 - (\Delta_s + \Delta_p)^2}}, \]

\[ A_p = e^{i \phi} \sqrt{1 + \Delta_s^2}, \]

\[ \phi = \frac{1}{2} \text{atan} \left( \frac{\Delta_s + \Delta_p}{\mathcal{E}^2 - (\Delta_s + \Delta_p)^2} \right), \]

\[ e^{i \theta} = \frac{1 + i \Delta_s}{\sqrt{1 + \Delta_s^2}} e^{2 \phi} \]

for the lasing solution. Without diffraction, the nonlasing solution is stable for input amplitudes \( \mathcal{E} < \mathcal{E}_T \), with

\[ \mathcal{E}_T = \sqrt{1 + \Delta_p^2 \sqrt{1 + \Delta_s^2}}. \]

At the lasing threshold \( \mathcal{E}_T \), a first bifurcation occurs: the nonlasing solution becomes unstable, and the lasing solutions appear. Here, we investigate the formation of dissipative structures for inputs below the lasing threshold \( \mathcal{E}_T \), i.e., structures emerging from the nonlasing solution. We have performed a linear stability analysis of the nonlasing states, carefully allowing for negative values of the diffraction coefficients. We find the following marginal stability condition depending on the wavenumber \( k \) of the Fourier modes \( \exp(i k \cdot r \pm i \lambda t) \):

\[ \mathcal{E} = \sqrt{1 + \Delta_p^2 \sqrt{1 + (\Delta_s + D_s k^2)^2}}. \]

From this condition, we see that the smallest value of \( \mathcal{E} \) where the homogeneous solution becomes modulational unstable is given by \( \mathcal{E}_M = \sqrt{1 + \Delta_p^2} \). All homogeneous solutions in the input range \( \mathcal{E}_M < \mathcal{E} < \mathcal{E}_T \) are unstable with respect to modulated modes. At the onset of modulational instability (\( \mathcal{E} = \mathcal{E}_M \)), only the modes that have their wavenumber given by \( D_s k^2 = - \Delta_s \) are unstable, resulting in the formation of dissipative structures with wavelength.
\[
\Lambda = 2\pi \sqrt{-\frac{D_p}{\Delta_p}}.
\] (46)

Note that negative diffraction of the signal field allows for dissipative structures in cavities with positive detuning \(\Delta_s > 0\).

**B. Weakly nonlinear analysis**

Similarly to the analysis for the Kerr resonator, we can make a perturbation expansion around the threshold of modulational instability. Following the procedure outlined in Ref. 61, we expand the fields \(X = (\text{Re}(A_p), \text{Im}(A_p), \text{Re}(A_s), \text{Im}(A_s))^T\) in a Taylor expansion of \(\epsilon\),

\[
X(r_\perp, t) = \sum_{n=0}^\infty \epsilon^n X^{(n)}(r_\perp, t),
\] (47)

where \(\epsilon = (\mathcal{E} - \mathcal{E}_M)/\mathcal{E}_M\) is a smallness parameter related to the distance from the threshold. Substitution of Eq. (47) and the homogeneous states given by Eq. (39) in Eqs. (29) and (30) leads to a series of linear problems. The first-order solution gives only a contribution to the signal field,

\[
A_s = \left[\Delta_p + i(1 - \sqrt{1 + \Delta_p^2})\right]e(T_1, T_2, \ldots) \times (e^{ik_Fr} + e^{-ik_Fr}),
\] (48)

where we have again included only two critical modes in order to describe one-dimensional systems or stripe patterns in systems with more transverse dimensions. The solvability condition of the second-order problem then yields a correction to the homogeneous pump field generated due to the nonlinear mixing of the signal field,

\[
A_p = e^2(T_1, T_2, \ldots) \left[2a + be^{ik_Fr} + be^{-ik_Fr}\right],
\] (49)

with \(a\) and \(b\) constants depending only on the geometry of the cavity,

\[
a = -\frac{2(\Delta_p + i)^2(1 - \sqrt{1 + \Delta_p^2})}{1 + \Delta_p^2},
\] (50)

\[
b = -\frac{2(\Delta_p + i)(\Delta_p + 4D_p k_F^2 + i)(1 - \sqrt{1 + \Delta_p^2})}{1 + (\Delta_p + 4D_p k_F^2)^2}.
\] (51)

The undetermined slowly varying amplitude \(e\) can finally be fixed from the solvability condition at third order. We find the following order-parameter equation for the dynamics of \(e(T_1, T_2, \ldots)\):

\[
\frac{\partial e}{\partial t} = \alpha(\mathcal{E} - \mathcal{E}_s)e - \beta |e|^2 e,
\] (52)

where \(\alpha\) and \(\beta\) are positive numbers given by

\[
\alpha = 1,
\] (53)

\[
\beta = \left(2D_p k_F^2 + \frac{3\Delta}{4}\right)\text{Re}(b) - \frac{3}{4}\text{Im}(b).
\] (54)

Again, we find two stationary solutions to Eq. (36): \(e = 0\), corresponding to the homogeneous solution, and

![FIG. 6. Stripes pattern in the degenerate optical parametric oscillator with negative diffraction and positive detuning. Parameters are \(\Delta_s = 2.0\), \(\mathcal{E} = 2.5\), and \(D_p = -0.5\).](Image_309x503_to_549x743)

\(\epsilon = \sqrt{\alpha(\mathcal{E} - \mathcal{E}_s)/\beta}\), corresponding to stripes. However, for the DOPO, we see that the stripes branch always appears super-critically. We can therefore immediately conclude that stable dissipative structures must exist in the vicinity of the threshold of modulational instability.

**C. Numerical analysis**

Finally, we verify the prediction from the weakly nonlinear analysis with a simulation. We have discretized Eqs. (29) and (30) with a Crank-Nicholson scheme on a 128 \(\times\) 128 grid, applying periodic boundary conditions. The initial condition consists of the homogeneous state to which a small noise term is added in order to excite the unstable modes. In Fig. 6, we show stripe patterns obtained from simulations. When diffraction is negative, we have indeed found stripes as predicted by our analytical analysis. We observe both regular stripes and labyrinthic rolls depending on the intensity of the input beam. The wavelength of these patterns is in agreement with the value predicted by the linear stability analysis. The negative diffraction due to the left-handed material thus allows for dissipative patterns in a degenerate optical parametric oscillator with positive detunings, whereas in the classical resonator with positive diffraction, such structures only emerge when the detuning of the signal wave is negative. The influence of the ratio of the diffraction coefficients, \(D_p/D_p\), requires further investigation.

**VI. CONCLUSIONS AND OUTLOOK**

In this paper, we have investigated pattern formation in nonlinear resonators containing a left-handed material. We have shown quite generally that the insertion of a left-handed material in an optical cavity allows for control on its diffraction.
tion properties: it is not only possible to change the strength of diffraction, but also to tune the system in a regime of negative diffraction. We have further studied pattern formation in two prototype systems of nonlinear optics based on an optical resonator: a dispersive Kerr resonator and a degenerate optical parametric oscillator. For the Kerr resonator, we have shown that stable stripes only exist in systems with one transverse dimension. In systems with more transverse dimensions, the formation of dissipative structures induces a switching process toward the high-intensity homogeneous state. For the degenerate optical oscillator, we have shown the existence of stable two-dimensional structures in systems with positive detunings, which is not possible in traditional degenerate optical parametric oscillators.

The existence of extended dissipative structures in the systems under study indicates that also localized structures may be found. In the one-dimensional Kerr resonator, where a stable stripe pattern coexists with the homogeneous state, one expects a localized structure connecting both solutions. Furthermore, other types of localized structures, e.g., connecting the stable high-intensity background to the stripes, could also exist. We intend to study these issues related to the formation of such localized structures. In systems with more transverse dimensions, the existence of localized solutions needs to be investigated with numerical simulations. If the switching process indeed always dominates the spatiotemporal dynamics, then we have a system with two non-symmetric coexisting stable homogeneous states, for which we intend to study the front dynamics. For the degenerate optical parametric oscillator, we will explore the spatiotemporal dynamics above the lasing threshold. The control of the strength and sign of diffraction may also drastically alter the geometric properties and the size of these localized structures. We therefore intend to study the relation between the diffraction coefficients and the size of localized structures.
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