I thank the referees and the editor for their relevant and useful comments. In this document, I quote in bold face comments/questions from the reports. My replies follow in ordinary prints. In blue, I quote passages from the revised manuscript.

**Editor’s comments**

Several reviewers comment on the limited scope of the review article focusing on the authors’ own previous work. Please broaden the scope to include a review of other relevant recent work on "low rank approximation".

The following revision steps have been done.

1. In response to reviewer #3, new references about application of low-rank approximation methods to signal processing problems have been added.

2. A Subsection "Other methods" is added to the Section "Related paradigms, problems, and algorithms" in order to state the limitations of the overview.

   A subarea of low-rank approximation that is not covered in this overview is tensors low-rank approximation [WVB10, LV00]. Tensor methods are used in higher order statistical signal processing problems, such as independent component analysis, and multidimensional signal processing, such as spatio-temporal modeling and video processing, to name a few. Other areas of research on low-rank approximation that we do not cover are nonnegative low-rank approximation and matrix completion [Mar11]. Nonnegative constraints appear, for example, in chemometrics, image, and text processing [BBL*07]. These constraints are imposed in solution methods by a rank revealing factorization with nonnegative factors. In addition, upper bounds on the elements are imposed in the method of [KIP12].

3. Note that the material in the overview based on my own previous work (Section 6 and the Appendix) comprises 5 out of the 35 pages. The rest of the paper reviews problems of generic interest that are not related to a specific method. In order to make it explicitly clear that the recent results in the paper are about a particular approach (variables projection) for solving the generic problem, the title has been modified as follows:

   Recent progress on variable projection methods for structured low-rank approximation

The comment of reviewer #6 that the topic of the paper is "a very specific subject where the only relevant results have been developed by the author and coworkers" has been answered in a rebuttal. Indeed, the topic of low-rank is also closely related to (and can be viewed as a generalization of) established and widely used techniques, such as principal component analysis and total least squares.
Reviewer #1

• It would have been helpful for the reviewers if authors had also delivered a report with detailed responses to reviewer’s comments.

A document with detailed point-to-point answers to the reviewers comments and explanation of the revision steps was submitted together with the revised version of the paper. I am surprised that this letter had not been made available to the reviewers.

• I couldn’t find the overview-readme.txt in the doc folder.

Thank you for pointing out this omission. The file is now added in git.

• p.2, line 40: Section 7.3, not 7.5

The reference is to "data-driven simulation", which is indeed presented in Section 7.5.

• p. 18, line 38: State that SLRA succeeds in identifying the system, while classical methods are not applicable, since SLRA uses a different estimation criterion than the classical method.

The sentence was modified as follows:

Although the classical methods are not applicable in this case, methods for solving (SLRA) can be used by assigning zero weights in the cost function to the missing data elements.

• SLRA estimate is not "optimum" in the classical sense.

The SLRA cost function generalizes the classical one in order to allow for missing data. In the case when all data are specified, however, the classical and SLRA cost functions coincide. See, [Mar13] where the SLRA approach is compared with classical methods for model reduction and system identification problem. Equivalent results are obtained (modulo convergence to different local minima).

• p.22, line 10: please explain why 0.1924 should be a a good approximate common root of the 3 given polynomials?

The philosophy behind the SLRA problem is:

modify the given data as little as possible in order to ensure that an exact model exists for the modified data.

The root 0.1924 is a good approximate common root of the three given polynomials because it is the exact common root of the three perturbed polynomials, obtained with a minimal perturbation of the coefficients of the given polynomials. This notion of approximate common factor is standard in the literature, see, e.g., [ASÅ04]. The following explanation has been added in the second revised version of the paper:

The motivation for this problem formulation is to modify the given polynomial coefficients as little as possible in order ensure that the modified polynomials have a common factor of a desired order. Then, the exact common factor of the modified polynomials is by definition the approximate common factor for the original polynomials.
Reviewer #3

- There is little discussion about alternative approaches for solving the SLRA with pros and cons of each strategy.

A complete (to the best of the author’s knowledge) list of approaches for structured low-rank approximation is given on page 12 of the paper:

The main types of methods, with a few representatives for each type, are:

- global solution methods (see [UM12, Section 3]),
  * semi-definite programming relaxations of rational function minimization [JdK06],
  * methods based on solving systems of polynomial equations [Ste04];
- local optimization methods,
  * variable projection [MVP05],
  * alternating projections [WAH+ 97]; and
- heuristics based on convex relaxations,
  * multistage methods [VD96],
  * nuclear norm heuristic [Faz02].

The rest of section 5 discusses pros and cons of the approaches. In our experience the most promising approach for batch model identification is local optimization using the variable projection approach, so that we present this approach in more details in Section 6.

- The connection to the signal processing literature is also weak and needs to be strengthened.

Nine new references ([MMH03, Sch91, TS93, BBL+07, AG07, KIP12, WVB10, LV00, BA11]) using low-rank approximation techniques in signal processing have been added in the revised version of the paper.

- page 8: unclear relation between solutions to the two problems, please clarify.

The equivalence of the two optimization problems follows from the basic linear algebra fact that

\[
\text{rank} \left( \mathcal{S}(\hat{p}) \right) \leq r \iff \text{there is a full row rank matrix } R \in \mathbb{R}^{(m-r) \times m}, \text{ such that } R \mathcal{S}(\hat{p}) = 0.
\]

The constrain of the SLRA problem (which is the left-hand-side in the above equivalence) is replaced by the equation \( R \mathcal{S}(\hat{p}) = 0 \) (which is the right-hand-side of the equivalence). The reformulation creates a new optimization variable \( R \) which parametrizes the left kernel of \( \mathcal{S}(\hat{p}) \).

- In the final expression of the page, there should be exact equality (\( \hat{A} \hat{X} = \hat{B} \)).

Thank you. The typo is now corrected.

- page 24: the references to Jackson and Joliffe are both included twice.

Corrected.

- Please include legends in the plots to improve clarity.

Done.
Reviewer #6

1. The keyword of the subject is "low-rank approximation". Checking the titles of the cited references, the only ones that include these words in the title are the ones coauthored by the author of this article. This may mean that: a) the title "low rank approximation" does not embrace all the subject and techniques described in this article and is inappropriate, or b) this is a very specific subject where the only relevant results have been developed by the author and coworkers (in which case I doubt about the general interest of the scientific community on this matter).

As discussed in section "Related paradigms, problems, and algorithms" there are a number of terms in the literature referring to problems that are equivalent or closely related to the concept of low-rank approximation:

- principal component analysis (PCA),
- latent semantic analysis (LSA),
- total least squares (TLS),
- errors-in-variables (EIV) modeling,
- behavioral approach,
- rank minimization.

These terms are field specific

- PCA — machine learning,
- LSA — speech processing,
- TLS — numerical linear algebra,
- EIV — statistics,
- behavioral approach — systems and control theory,
- rank minimization — linear algebra,

and have connotations (statistical properties, specific applications, etc). I prefer the term "low-rank approximation" because it states exactly what the problem is: "approximation of a matrix by another matrix which has reduced rank", and is not bound to a specific application specific domain. Low-rank approximation emphasizes the generality of the problem which is also the goal of this overview.

The comment of the reviewer has been addressed in the revised version of the paper by:

(a) Adding new references [MMH03, Sch91, TS93, BBL+07, AG07, KIP12, WVB10, LV00, BA11] about application of low-rank approximation to signal processing.

(b) Adding a Subsection "Other methods" to Section "Related paradigms, problems, and algorithms" that states the limitations of the overview:

A subarea of low-rank approximation that is not covered in this overview is tensors low-rank approximation [WVB10, LV00]. Tensor methods are used in higher order statistical signal processing problems, such as independent component analysis, and multidimensional signal processing, such as spatio-temporal modeling and video processing, to name a few. Other areas of research on low-rank approximation that we do not cover are nonnegative low-rank approximation and matrix completion [Mar11]. Nonnegative constraints appear, for example, in chemometrics, image, and text processing [BBL+07]. These constraints are imposed in solution methods by a rank revealing factorization with nonnegative factors. In addition, upper bounds on the elements are imposed in the method of [KIP12].
2. The part of the title "Recent progress" is also unclear. The author refers to two previous surveys written by himself, published in 2007 and 2008. Then new results should be foreseen in the time interval 2008–2013. There are only 12 cites to works in this period (in the References Section) and 9 of them were written by the author and coworkers. The remaining three are: [AMS08] which does not seem to report any new result on low-rank approximation, [LV09] which is cited as an example of relation between this technique and rank minimization, and [Byd10] which is not cited in the text. Then the only new results have been provided by the author.

I agree that the more technical Section 6 and the Appendix are focused on results obtained by collaborators of mine and myself. Note, however, that this material is approximately 5 pages out the total 35 pages. The rest of the presentation is about general problems, which are not dependent on a specific approach, i.e., the rest of the paper can be read skipping the details on the variable projections method presented in Section 6. In order to clarify the "Recent progress" part of the title, the title was modified as follows:

Recent progress on variable projection methods for structured low-rank approximation
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