Consistent estimation of autonomous linear time-invariant systems from multiple experiments
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Abstract
Operational modal analysis from impulse response data can alternatively be viewed as an identification of a stable autonomous linear time-invariant system. For example, earthquake response data of civil engineering structures and impulsive excitation of bridges leads to this problem. Identification from a single experiment, however, does not yield a consistent estimator in the output error setting due to the exponential decay of the noise-free signal. Using data from multiple experiments, on the other hand, is not straightforward because of the need to match the initial conditions in the repeated experiments. Consequently, we consider the identification from arbitrary initial conditions and show that consistent estimation is possible in this case.
The computational method proposed in the paper is based on analytic elimination of the initial conditions (nuisance parameter) and local optimization over the remaining (model) parameters. It is implemented in a ready to use software package, available from [http://slra.github.io/software.html](http://slra.github.io/software.html)

1 Problem formulation

The class of scalar autonomous linear time-invariant systems of order less than or equal to $n$ is denoted by $\mathcal{L}_{0,n}$. A system $B \in \mathcal{L}_{0,n}$ is a set of trajectories [4]. The statement $y \in B$ is a short-hand notation for "$y$ is a trajectory of $B$".

Consider $N$ trajectories
$$y^i = (y^i(1), \ldots, y^i(T_i)), \quad i = 1, \ldots, N,$$
with possibly different lengths $T_1, \ldots, T_N$ of a system $B \in \mathcal{L}_{0,n}$. The data
$$D := \{y^1, \ldots, y^N\}$$
for the identification problem considered in the paper is generated in the output error setup:
$$y^i = y^i + \tilde{y}^i, \quad \text{where} \quad y^i \in B \in \mathcal{L}_{0,n} \quad \text{and} \quad \tilde{y}^i$$
process with covariance matrix $\sigma^2$
and $\tilde{y}^i$ is independent of $\tilde{y}^j$ for all $i \neq j$. (1)

Here $y^i$ is the “true value” of the trajectory $y^i$ and $B$ is referred to as the “true system”. In addition, we assumed that
$$0 < c_1 \leq \|y\|^2 \leq c_2 < \infty. \quad (2)$$
Our aim is to estimate the true system $\hat{B}$ from the data $\hat{D}$ and the prior knowledge that the true system belongs to the model class $L_{0,n}$.

**Problem 1. (Maximum likelihood identification from multiple trajectories)** Given a set of trajectories $\hat{D}$ and a model class $L_{0,n}$, specified by a natural number $n$, find a maximum likelihood estimate $\hat{B}$ of the true data generating system $\hat{B}$.

The log likelihood function for the data generating model (1) is

$$L(\hat{B}, \hat{D}) = \begin{cases} \text{const} - \frac{1}{2\sigma^2} \sum_{i=1}^{N} \|y^i - \hat{y}^i\|_2^2 & \text{if } \hat{D} \subset \hat{B} \\ -\infty & \text{otherwise.} \end{cases}$$

The maximum likelihood principle leads to the following optimization problem:

$$\minimize \quad \hat{D}, \hat{B} \quad \frac{1}{N} \sum_{i=1}^{N} ||y^i - \hat{y}^i||_2^2$$

subject to $\hat{D} \subset \hat{B} \in L_{0,n}$.

### Solution method

A scalar autonomous linear time-invariant system with simple poles can be represented by the "sum-of-exponentials model"

$$\mathcal{B} = \{ y = \sum_{j=1}^{n} c_j \exp(z^j) \mid c \in \mathbb{C}^n \}. \quad (4)$$

Here $\exp(z)$ is the exponential function $\exp(z^i) := z^i$. The complex numbers $z_1, \ldots, z_n$ are the *poles* of the system. In the representation (4), they are assumed to be distinct, i.e., $z_i \neq z_j$, for all $i \neq j$.

A finite trajectory $y = (y(1), \ldots, y(T))$ of a sum-of-exponentials model (4) can be expressed as

$$y = P_T(\theta)c,$$

where $P_T(\theta)$ is the (extended) Vandermonde matrix

$$P_T(\theta) := \begin{bmatrix} 1 & \cdots & 1 \\ z_1 & \cdots & z_n \\ \vdots & \vdots & \vdots \\ z_1^{T-1} & \cdots & z_n^{T-1} \end{bmatrix}$$

and $z_1, \ldots, z_n$ are the roots of the polynomial

$$\theta(z) := \theta_1 + \theta_2 z + \cdots + \theta_n z^{n-1} + z^n.$$

The maximum-likelihood identification problem (3) specialized for the sum-of-exponentials model becomes

$$\minimize \quad \hat{D}, \theta, c^1, \ldots, c^N \quad \frac{1}{N} \sum_{i=1}^{N} ||y^i - \hat{y}^i||_2^2$$

subject to $\hat{y}^i = P_T(\theta)c^i$, for $i = 1, \ldots, N$

or

$$\minimize \quad \theta, c^1, \ldots, c^N \quad \frac{1}{N} \sum_{i=1}^{N} ||y^i - P_T(\theta)c^i||_2^2 \quad (5)$$
Applying the variable projections method to (5), leads to $N$ decoupled problems

$$\min_{c^i} \frac{1}{N} \| y^i - P_{T_i}(\theta) c^i \|^2_2, \quad \text{for } i = 1, \ldots, N. \quad (6)$$

These are ordinary least squares problems with solutions

$$\hat{y}^i = \underbrace{P_{T_i}(\theta)(P_{T_i}(\theta)P_{T_i}(\theta))^{-1}P_{T_i} y^i}_{\Pi_{T_i}(\theta)},$$

where $\Pi_{T_i}(\theta)$ is an idempotent matrix ($\Pi_{T_i}^2(\theta) = \Pi_{T_i}(\theta)$). Therefore, the cost function of the sum-of-exponentials model is

$$f(\theta) = \frac{1}{N} \sum_{i=1}^{N} (y^i)^\top (I - \Pi_{T_i}(\theta)) y^i.$$

**Proposition 2** (Consistency). Assuming that the data $\mathcal{D}$ is generated in the output error setup (7), the estimator defined by (5) is strongly consistent, i.e.,

$$\hat{\theta} \to \overline{\theta} \text{ with probability 1 as } N \to \infty.$$

### 3 Numerical examples

In this section, we illustrate the consistency property of the estimator on a simulation example. The data generating system is a continuous-time linear time-invariant system of order $n = 6$ with with resonance angular frequencies

$$\bar{\omega}_1 = 2\pi 80 \text{rad/s}, \quad \bar{\omega}_2 = 2\pi 130 \text{rad/s}, \quad \bar{\omega}_3 = 2\pi 200 \text{rad/s}$$

and poles’ damping ratios

$$\zeta_1 = 0.15, \quad \zeta_2 = 0.1, \quad \zeta_3 = 0.2.$$

The system is sampled with a period $t_s = 10^{-3}$. A specific response $\bar{y}$ is shown in Figure 1.

![Figure 1: Specific trajectory of $\mathcal{D}$.](image)

The identification data $\mathcal{D}$ is generated via the output error model (1) with random true trajectories $\bar{y}^1, \ldots, \bar{y}^N$. The lengths $T_1, \ldots, T_N$ of the responses are determined, so that the trajectories have sufficient decay.
The number of experiments $N$ varies from 1 to 50 and the signal to noise ratio is 100. For each value of $N$, the identification experiment is repeated $K = 200$ times and the average parameter error

$$e = \sqrt{\frac{1}{K} \sum_{k=1}^{K} \| \overline{\theta} - \hat{\theta}^k \|_2^2}.$$ 

is computed. The results obtained (see Figure 2) show the convergence of the average parameter estimation error. The convergence rate is close to $1/\sqrt{N}$.

![Figure 2: Error convergence.](image)
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